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Abstract

Recent studies show that, voltage scaling, which is an efficient energy management technique, has
a direct and negative effect on system reliability because of the increased rate of transient faults (e.g.,
those induced by cosmic particles). In this work, we propose energy management schemes that explicitly
take system reliability into consideration. The proposahbility-aware energy management schemes
dynamicallyschedule recoveries for tasks to be scaled down to recuperate the reliability loss due to energy
management. Based on the amount of available slack, the application size and the fault rate changes, we
analyze when it is profitable to reclaim the slack for energy savings without sacrificing system reliability.
Checkpoint technique is further explored to efficiently use the slack. Analytical and simulation results
show that, the proposed schemes can achieve comparable energy savings as ordinary energy management
schemes while preserving system reliability. The ordinary energy management schemes that ignore the
effects of voltage scaling on fault rate changes could lead to drastically decreased system reliability.
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1 Introduction

The performance of modern computing systems has increased at the expense of dramatically increased power
consumption. The increased power consumption reduces the operation time for battery-operated embedded
systems (e.g., PDAs and cell phones) as well as increases the operation cost for high performance parallel
systems (e.g., data centers and server farms), where the excessive amount of heat generated requires high
cooling capacity. Many hardware and software techniques have been proposed to manage power consumption
in modern computing systems and power aware computing has become an important research area recently.
As an efficient energy management technigquatage scaling which reduces system supply voltage for

lower operation frequencies [35, 37], has been used extensively in the recently proposed power management
schemes [2, 22, 24, 28].

Another traditionally important avenue in real-time systems research is fault tolerance. For safety-critical
real-time systems, where the consequence of a failure can be catastrophic, faults must be detected, and appro-
priate recovery operations must be completed before the deadline. It has been repottadgieattfaults
occur much more frequently thagermanentaults [5, 15, 16]. Moreover, with continuing scaling of CMOS
technologies and adjustment of design margins for higher performance, it is expected that, in addition to the
systems that traditionally operate in electronics-hostile environments (such as those in outer space), practi-
cally all digital systems will be much more vulnerable to the transient faults [9, 34]. In this work, we will
focus on transient faults and explore theckward error recoveryechniques, which restore the system state
to a previous safe state and repeat the computation [25], to tolerate them.

However, both voltage scaling and backward recovery techniques rely on the active use of system slack.
When more slack time is dedicated as temporal redundancy for backward recovery to increase system relia-
bility, less slack is available for energy management to save energy. Therefore, there is an interesting trade-off
between system reliability and energy consumption [41]. Moreover, it has been shown that voltage scaling has
a direct effect on the rate increases of transient faults, especially for those induced by cosmic ray radiations,
which further complicates the interplay between system reliability and energy efficiency.

Due to the effects of cosmic ray radiations, soft errors (i.e., transient faults) can be caused by the atmo-
spheric nuclear/high energy particles (alpha-particles, protons and neutrons) when they strike the sensitive
region in a semiconductor device. In general, the error rate is exponentially relateddutitta charge
(which is the smallest charge required to cause a soft error in a circuit node) of a circuit [12]. Since the crit-
ical charge is proportional to system supply voltage [29], when system supply voltage is reduced, the critical
charge decreases and low energy cosmic particles could cause an error. Considering the number of particles
with lower energy is much more than that of particles with higher energy in the cosmic rays [44], scaling
down voltages and frequencies for energy savings could lead to dramatically increased transient fault rates

[41]. Therefore, voltage scaling has a severe effect on system reliability [9, 31, 41] and should be carefully



evaluated before it is applied, especially for safety-critical embedded real-time applications, such as satellite
and surveillance systems, where both high level of reliability and low energy consumption are important.

Traditionally, to achieve a certain level of system reliability in the worst case, only static slack in a system
has been explored as temporal redundancy. However, as real-time applications exhibit large variations in ac-
tual execution time, and in many cases, only consume a small fraction of their worst case execution time [10],
large amount of dynamic slack is available during run-time. As mentioned earlier, simply reclaiming this dy-
namic slack for energy savings through voltage scaling technique could dramatically reduce system reliability
due to increased failure rates as well as extended execution time [9, 41]. Therefore, for dependable embedded
real-time systems (such as the ones deployed in out-space explorers), where both high system reliability and
low energy consumption are equally important, special considerations are needed when exploiting dynamic
slack for energy savings.

Though fault tolerance through redundancy and energy management through voltage and frequency scal-
ing have been well studied in the context of real-time systems independently, there are relatively less research
addressing the combination of fault tolerance and energy management [7, 8, 21, 27, 33, 39]. In this work,
we propose schemes that utilize dynamic slack for energy savings while taking system reliability into con-
sideration. Specifically, the proposegliability-aware energy management schentggamicallyschedule
recoveries for tasks to be scaled down using dynamic slack to recuperate the reliability loss due to energy
management. To the best of our knowledge, this is the first work that addresses the complications of explor-

ing dynamic slack for both energy and reliability. The main contributions of this paper are three-fold:

e First, we propose a reliability-aware dynamic energy management scheme that can achieve significant

energy savings without degrading system reliability.

e Second, depending on the amount of available slack and the size of the application, we identify the
situation when it is profitable to reclaim dynamic slack for energy savings without sacrificing system

reliability.

e Third, checkpointing techniques are further explored for the reliability-aware dynamic energy manage-

ment scheme to efficiently use dynamic slack.

Analytical and simulation results show that ignoring the effects of voltage scaling on fault rates changes
could lead to drastically decreased system reliability and the proposed schemes can achieve comparable en-
ergy savings as ordinary energy management schemes while preserving system reliability.

The reminder of this paper is organized as follows. The models and problem description are presented in
Section 2. Reliability-aware dynamic energy managementis proposed and analyzed in Section 3 and Section 4
explores checkpointing techniques to efficiently use dynamic slack. The simulation results are presented and

discussed in Section 5. Section 6 addresses the closely related work and Section 7 concludes the paper.



2 Models and Problem Description

2.1 Power Model

For embedded systems, the power is consumed mainly by the processor, memory, /O interfaces and underly-
ing circuits. While the power consumption is dominated by dynamic power dissipation, which is quadratically
related to supply voltage and linearly related to frequency [4], the static leakage power is ever-increasing and
cannot be ignored, especially with the scaled feature size and increased levels of integration [17, 32]. To
incorporate all the power consuming components in an embedded system while keeping the power model
simple, the power consumption in a system is divided into two major comporsatic powerandactive
power[41, 43].

The static power, which may be removed only by powering off the whole system, includes (but not limited
to) the power to maintain basic circuits, keep the clock running and the memory in sleep mode [19]. The
active power is further divided into two partsequency-independenttive power andrequency-dependent
active power. Frequency-independent active power consists of part of memory and processor power as well as
any power that can be efficiently removed by putting systems into sleep state(s) and is independent of system
supply voltages and processing frequencies [6, 19]. Frequency-dependent active power includes processor’s
dynamic power and any power that depends on system supply voltages and processing frequencies [4, 32].
Considering the almost linear relation between supply voltage and operating frequenayltgje scaling
reduces the supply voltage for lower frequencies [23]. In this paper, we use frequency changes to stand for

changing both supply voltage and frequency and adopt the power model developed in [41, 43]:

P = Ps+ WMPpa+ Pa)
= Ps"'h(f)md"i‘ceffm) (1)

where P; is the static power/p;, is the frequency-independent active power dndis the frequency-
dependent active power. Bof, and P,,; are system dependeotnstants 7 = 1 if the system isactive
(defined as having computation in progress); otherwise (i.e., the system is in sleep mode or tufhed®ff)
The effective switching capacitancg y and the dynamic power exponent(in general, larger than or equal
to 2) are system/application dependent constants [4]fasdhe processing frequency. For easy discussion,
normalized frequencies are used and the maximum frequgngyis assumed to bé (with corresponding
normalized supply voltage,,., = 1). The maximum frequency-dependent active power is denoté¢/'lsy
and we assume; = a P andP;,,q = BP]"".

From Equation (1), intuitively, lower frequencies result in less frequency-dependent active energy con-
sumption. But with reduced speed, the application will run longer and thus consume more static energy and

frequency-independent active energy. Hence, in generanargy-efficient frequency below which voltage



scaling starts to consume more total enedpes exist In real-time applications, the time and energy over-
head of turning on/off a device that is actively used by the application may be prohibitive [3]. For the time
interval considered (e.qg., within application’s deadline), we assume that the working system is always on (but
several components may be put to low-power sleep states for energy saving3) isnalways consumed.

Consequently, the total energy consumption ofningapplication at frequency can be modeled as:
E:PS.D+(Pmd+Ceffm)? @)

where D is the operation intervak; is the worst case execution time of the application at the maximum
frequencyfnaz and% is the execution time of the application at frequerfcyl hat is, althoughP; affects the
total energy consumption, the amountasfergy savingrom voltage scaling isndependenof it. For easy
discussion, in what follows, we assume = 0 and focus on active pow?er

From Equation 2, it is easy to find out that thieergy efficient frequendy [41, 43]:

g

m—1

fee =1 (3)

For energy consideration, we should never run at a frequency bglgwsince doing so consumes more
energy. For simplicity, we assume that > .., wheref,, is the lowest frequency in the system, and
define theminimum energy efficient frequenag f,i, = max{ fiow, fec} = fee- Moreover, frequency is

assumed to be able to change continuoUstym f,,,4z tO finin.

2.2 Fault Model

During the execution of an application, a fault may occur due to various reasons, such as hardware failures,
software errors and the effects of cosmic ray radiations. Snarsientfaults occur much more frequently
thanpermanenfaults [5, 15, 16], in this paper, we focus on transient faults, especially the ones caused by
cosmic ray radiations, and expldsackward recoversechniques to tolerate them. It is assumed that faults are
detected using sanity or consistency checks [25]. Should an error be detected, the system'’s state is restored to
a previous safe state and the computation is repeated.

Transient faults that are caused by radiations in semiconductor circuits have been known and well studied
since the late 1970s [44]. However, considering the various factors that affect the transient fault rate (such as

cosmic ray flux, technology feature size, chip capacity, supply voltage and operating frequency), obtaining a

We note that this conclusion has been also reached by several research groups, though through different energy modeling tech-
niques [8, 11, 17, 13, 28].

2For systems with multiple processing units, some processing units may be powered off for energy efficiency and the energy
savings will be affected by [36, 42].

3For discrete frequency levels, we can use two adjacent levels to emulate the execution at any frequency [14].



precise and formal modeét an extremely challenging task [30, 31, 45]. In general, transient fault rate, also
known assoft error rate (SER)is exponentially-related to theitical charge (Q.,), of a circuit is given by

the following equation [12]:

_ chit

SERx F x Axe Qs (4)

whereQ.;: is the smallest charge needed to cause a soft edrand (), are circuit-related constants; and
Fis the neutron flux (i.e., radiation intensity). Moreover, the critical charge is proportional to system supply
voltage [29]. When the system supply voltage is reduced, the critical charge decreases, which will increase
the transient fault rate. For example, increased SERs have been observed with lower supply voltages for both
memory [45] and processors [29].

Based on these observations, we have studied the effects of low power techniques on transient fault rates
[41]. Assuming that radiation-induced transient faults follow a Poisson distribution with an average fault rate
A [38], for systems running at frequengy(f < finaz, and corresponding supply voltag®, the function

giving the average transient fault rate is generally expressed as [41]:

ACf) = Aog(f) (5)

where )\ is the average fault rate corresponding to the maximum frequépgy = 1 (and supply voltage
Vinaz)- Thatisg(fiaez) = 1.

When supply voltage is scaled down, with smaller critical charges, lower energy particles could cause an
error with ahigher probability [44]). Considering the exponential term in Equation (4), and the fact that the
number of low-energy particles is two magnitude higher than that of the high-energy particles [44], a more

specificfault rate model for voltage scaling has been suggested in our previous study [41]:

d(1—f)

A(f) = Aog(f) = Aol0T~Fmin (6)

whered (> 0) is a constant. The maximum average fault rate is assumed 2g,pe = \o10¢, which
corresponds to the lowest frequengy;,, (and supply voltag®,,;,). That is, reducing the supply voltage and
frequency for energy savings resultsixponentiallyincreased fault rates and largéindicates that the fault

rate is more sensitive to voltage scaling. Although the exponential fault rate model is used in the analysis and
simulations, the reliability-aware energy management schemes proposed in this paper are very generic and do

not rely on any specific fault model.



2.3 Problem Description

In this work, we consider a real-time application that consists of a sapefiodictasks. The worst case
execution time (WCET) of tasK; at the maximum frequency,... is assumed to be; with a deadlineD;

(: = 1,---,n). When all tasks use their WCETs at the maximum frequefgy., the task set is assumed

to be scheduleable. Moreover, considering that the reliability of a real-time system depends on the correct
execution ofall tasks in an application, without loss of generality, the application reliabitify= [T, RY, is
assumed to bsatisfactory Here,R? = e~*0¢ is the probability of tasi; being executed correctly (from the
Poisson fault arrival pattern and the average fault kgje That is, no recovery tasks astaticallyscheduled

to achieve the required reliability?,, which will be preserved at run-time.

Due to early completion of tasks at run time, dynamic slack will exist during the execution of tasks [10].
For a given amount of available slackS, we focus on the problem of how to use& for energy savings
without sacrificing system reliability, while taking the effects of voltage scaling on fault rates into con-
sideration.

In order to preserve the reliability?y, of an application, for simplicity, we focus on maintaining the
reliability of individual tasks in this work. That is, we propose schemes to keep the probability of‘fask
being correctly executed no less thafi (i = 1, - - -, n). Recoveries of tasks will be scheduléghamicallyif
needed. The overall performance of the proposed schemes for the whole application will be evaluated through
simulations in Section 5.

When errors are detected at a task’s completion, the task mag-é&eecutedo recover from transient
faults. In the next Section, we first consider the case where the amount of availablé staok less than
ck, the size of the next task;, and propose geliability-aware dynamic energy management scheme which
dynamicallyschedules a recovery task (i.e., a simple re-executiori)fto recuperate the possible reliability
loss due to energy management. Section 4 further explores checkpointing techniques to efficiently use the

available slack, especially for the case witgis smaller tharz.

3 Reliability-Aware Dynamic Energy Management

Although sophisticated dynamic power management schemes that explore tasks’ statistical information have
been proposed [2, 22], we will focus gneedyscheme for it's simplicity. Exploring other advanced schemes

is beyond the scope of this paper and will be considered in our future work. We first illustrate the problem of
ordinary greedy power management on reliability in Section 3.1. Then Section 3.2 presents the new reliability-

aware greedy energy management scheme and the analysis.

“When recovery tasks astaticallyscheduled to satisfy higher levels of reliability requirements, our proposed schemes will treat
such recovery tasks as normal tasks and preserve the higher levels of reliability that should be achieved.



3.1 Ordinary Greedy Power Management

In ordinary greedypower management, all the available dynamic slack will be used to scale down the process-
ing of the next task for energy savings provided that such allocation complies with task’s timing constraints
[2, 22] and/or the minimum energy-efficient frequency limitation [41, 43]. For example, as shown in Fig-
ure la, due to the early completion of previous tasks, ther8 aréts of available dynamic slack at time

that is,S = 3. The WCET of the next ready task; is ¢, = 2. In the figures, the X-axis represents time,

the Y-axis represents processing frequency (e.g., cycles per time unit), and the area of the task box defines the

workload (e.g., number of cycles) of the task. Recall thats the deadline of taskj,.
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Figure 1: Ordinary and Reliability-Aware Greedy Schemes.

Suppose that = 0.1 (i.e., P;,q = 0.1P]***) andm = 3, we have the minimum energy efficient frequency
fee = 0.37 (recall thatf,,... = 1, Section 2) [43]. Therefore, all the available dynamic slackan be
allocated to task;, and the processing speedGf can be reduced fronfi,,,, = 1to f = 2%3 = 0.4 as
shown in Figure 1b. From Equation 1, it is easy to find that scaling down the proces§ipgaidild saves3%
of theactive energy

However, as discussed in Section 2, with reduced processing frequency and supply voltage, the processing
of taskT}, is more susceptible to transient faults [9, 41]. Suppose that the exponent in the fault rate model is
d = 2 (see Equation 6 in Section 2), the probability of having fault(s) during the execution df {estkthe

reduced speed will be:

d(1-1)
pp=1—Rp=1— e_>‘01017f"”'” (S+ck)
d(1—f) 2(1-0.4)
— 1 e—/\omlffmm * _ 1 — e~ Aockl0 17037
~ 1= (R)™ =1— (1 - o)™ =~ 2000} (7)



wherep) is the probability of having fault(s) when tasi}, uses its WCET at the maximum processing
frequencyf,.... That is, thougt63% active energy is saved by scaling down the processing of fask

leads to approximateBB00 times higher in the probability of failure! The increase in the probability of failure
during the processing of individual tasks will degrade the overall system reliability, which is unbearable,

especially for safety-critical systems where the requirement for high levels of reliability is strict.

3.2 Reliability-Aware Greedy Scheme

In addition to being used by energy management schemes for energy savings, slack time can also be used
as temporal redundancy to increase system reliability [25]. To recuperate the reliability loss due to energy
management, we can reserve some slack as temporal redundancy for scheduling recoveries/backups for tasks
to be scaled down. For simplicity, here we assume that the recovery is in the foesexdécutiof and it has

the same size of the task to be recovered.

The reliability-aware greedy (RA-Greedyower management scheme will dynamically schedute-a
coveryfor the task to be scaled before applying slack reclamation for energy savings. The recovery will be
executed (if needed) at the maximum frequefigy,. = 1. Notice that, in this section, the amount of dynamic
slackS is assumed to be no less than the size of next task},. After reservinge, units of dynamic slack
for the recovery task, the remaining dynamic slask-( ¢, if any) can be used to scale down the execution
of T}, for energy savings. For example, as shown in Figure 1c, a recovenki@sks scheduled for taskj,
which useg units of dynamic slack. The remainidgunit of dynamic slack allows tasK; to run at a lower

frequencyf;, = = 0.66 and save energy.

2
2+1
3.2.1 System Reliability under RA-Greedy

With the additional recovery taskCY, the reliability R, of taskT}, will be the summation of the probability
of primary taskl}, being executed correctly aride probability of having fault(s) during;’s execution while
RC}, being executed correctly. Notice that, if the execution of the primary Tasis faulty, the recovery
task RC will be executed at the maximum frequengy,,, and the probability of it$ault-freeexecution is

e Mo = RY Therefore, we have:
R, = e WSy (1 _ e—A(fk)S) R > RO (8)

where\(fi) is the fault rate at the reduced frequenfy From the above equation, we can see that, under
the RA-Greedy scheme, with the help of the additional recoveryRagk the reliability of taskT, is always

better thanR) regardless different fault rate increases (i.e., different valuésroEquation 6) and the reduced

°Note that,p{ is a small number (usually 10~%).
Notice that the approach can be generalized to other settings with different recoveries [1].



processing frequencyj, of the primary taski;. That is, when the amount of dynamic slack is no less than
the size of the next task, by dynamically scheduling a recovery task before applying energy management, the

RA-Greedy scheme can achieve better reliability for individual tasks, and thus preserve system reliability.

3.2.2 Expected Energy Consumption under RA-Greedy

Suppose that the energy consumption to execute Taskr time ¢;, at the maximum frequencyi,q. is’
EY = (Ps + Pipa + P7%)cy, = (Pina + PJ"®)cy, = (B + 1) P*** ;.. Considering the probability aRC,

being executed, thexpected energy consumptifmm processing task;. will be:

E, = (Ping+ CepfIM)S + (1 — e A5y . B
cm S
B+ =)o

= E)|1—e W54 153

9)
Intuitively, the more the available dynamic slack is allocated for energy management, the lower the processing
frequency can be for executing tagk, and thus more energy savings can be obtained. However, due to the
limitation of the minimum energy efficient frequengy., the maximum amount of dynamic slack that should

be allocated to task for energy managementis limited, which can be easily calculatiéef asc,. Consider

the amount of slack reserved for recoveryjisthe maximum amount of total dynamic slack that may be used
when processingy, will be US,,q: = (%’“ —ck) teop = Jf—k When more dynamic slack thdns,,,,,. is
available, part of the slack will be saved for future tasks due to energy consideration.

Moreover, with reduced processing frequency and supply voltage, the executiGntaifes more time
and the fault rate increases, which results in higher probability of having fault(s) during the executjon of
Therefore the probability of recovery taslC), being executed increases, which ntasershadowhe energy
savings and lead to more expected energy consumption. However, considering the exponential component
in Equation 9, it is hard to obtain a simple closed formula for the optimal amount of dynamic slack that
minimizes the expected energy consumption. In what follows, we present some analytical results to illustrate
the relation between the expected energy consumption, the amount of available dynamic slack and the fault
rate changes due to energy management.

Without loss of generality, in the analysis, we assume= 1 and )y = 10~ (which corresponds to
100,000 FITsfailure in timein terms of errors per billion hours of use per megabit, that is a reasonable fault
rate as reported [30, 45]). Moreover, we assume 0 (i.e., P, = 0) andm = 3. Figure 2 shows the expected
energy consumption for executing tafk, normalized toE?, versus the amount of available dynamic slack
under different frequency-independent powg) and fault rate changegl); Notice that, one unitd) of

dynamic slack is reserved for the recovery task and the minimum amount of dynamic slack considered is

"Recall that we assumi, = 0 and focus on active power in this paper.
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Figure 2: The normalized expected energy consumption vs. the amount of available dynamic slack.

From Section 2, for different frequency-independent powet 0.1,0.2 and0.4, the corresponding energy
efficient frequencies aré.. = 0.37,0.46 and0.58, which in turn limits the maximum amount of dynamic
slack used by RA-Greedy scheieS, .., = C—’* to be2.70¢g, 2.17¢;, and1.72¢, respectively (see the X-axis
in the figure).

From the figures we can see that, for the different fault rate increases consideretl £.€.,4 and5),
when the amount of available dynamic slack is more tha@= 1), the size of the next task;,, dynamic slack
is available for energy management. The expected energy consumption to éxeisukess thant) and up
to 60% of energy savings is expected whén= 0.1 andd < 4. As the amount of available dynamic slack
increases, more slack is available for energy management and the expected energy consumption for executing
task T, generally decreases. However, when the fault rate increases dramatically with reduced processing
frequencies and supply voltages (ed)= 5), as more dynamic slack is available and the reduced frequency
approacheg.., more expected energy may be consumed due to the increased probability of recovery task
being executed. In this case, the optimal amount of dynamic slack to minimize expected energy consumption
is less tharV S0«

Notice that, when the fault rate change is not that severe (£9.4), the maximum amount of dynamic
slackU Sy, limited by f.. is very close to the optimal amount of slack that minimizes the expected energy
consumption. Considering the difficulty of finding the close formula for the optimal amount of slack, for
the simulations in Section 5, the amount of dynamic slack that will be allocated for energy management is
only limited by fe. (i.e., up toU S,.... — ¢ amount of dynamic slack will be used for energy management).
Moreover, for higher frequency-dependent active power (B.e=, 0.4), f.. increases an@ S,,,,,. decreases,
which results in less energy savings (note the difference in the scale of Y-axis of Figure 2).

We have shown that the RA-Greedy scheme can achieve significant energy savings while guaranteeing to
preserve system reliability regardless the negative effects of voltage scaling on transient fault rates. However,
the amount of slack needed by the RA-Greedy scheme may be considerable, especially for large tasks. To

utilize the slack more efficiently, instead of scheduling a whole recovery task, checkpoints may be employed
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to re-compute only the faulty section for more energy savings as well as better system reliability [18, 20, 21].

4 Checkpointing for Better Performance

Checkpointing techniques insert checkpoints during the execution of a task. Within a checkpoint, the state of a
system is checked and correct states are saved to a stable storage [25]. When faults are detected, the execution
is rolled back to the latest correct checkpoint and re-compute the faulty section by exploring the temporal
redundancy [18, 20]. Checkpoints canur@formly or non-uniformlydistributed among an application [21].

In this work, we consider uniformly distributed checkpoints only.

f S
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a. Slack islessthan the next task’s size

f S Dy
T [

t t1 2 3 t+4 W5
b. Checkpointing with one recovery section

f
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t 1 2 B3t 45
c¢. Remaining slack for energy savings

Figure 3: Reliability-Aware Energy Management with Checkpoints.

For example, Figure 3a shows that thereaumits of dynamic slack available at timewhich is less than
cr = 3, the size of the next ready tak. Apparently, the RA-Greedy scheme could not use this slack and
it may be wasted (ifl; is the last task). If the overhead of employing one checkpoint4s 0.125 and3
checkpoints are inserted, Figure 3b illustrates the case of one recovery section being scheduled. Here there
is 0.5 units of remaining dynamic slack, which can be used to scale down the processing of the primary task
sections for energy savings as shown in Figure 3c.

The more the checkpoints are, the smaller a task section is. Thus, less slack is needed for recoveries.
However, checkpoints also take time and consume energy. Therefore, there is a tradeoff regarding the number
of checkpoints that should be employed to minimize the response time [18] or energy consumption [21]. For
simplicity, we focus on the optimal number of checkpoints that minimize the recovery overhead and explore
the efficient usage of the slack to save energy while preserving system reliability. Thoatgisen amount
of available slack S and the next taskT}, we study the relation between the checkpoint overhead, the

amount of energy savings and the number of recovery sections needed to preserve system reliahility

12



4.1 Checkpoints with Single Recovery Section

To compensate the reliability loss due to energy management and checkpoint ovatheastone recovery
section is needed. In this Section, we consider first the simple case that only has a single recovery section and
analyze its performance on system reliability. When one recovery is not enough to recuperate the reliability
loss, the analysis is further generalized to multiple recovery sections in Section 4.2.

For easy discussion, we assume that the overhead of taking one checkpoiatis ¢, wherec,, is the
WCET of the next tasl,. If n checkpoints are inserted during the executioff)gfthe size of one recovery

section will be%’c and we have:
Ck 1
SZn-r+(r+;):(n7+’y+ﬁ)ck (10)

In order forn to have a real (non-imaginary) solution, we can easily find that the minimum amount of slack
needed due to timing constraints§§7¢ = (y + 2,/7)cy, with the optimal number of checkpoints being
Nopt = {\/ﬂ Of Ngpt = {\/ﬂ However, considering the integer propertygf; and the energy overhead
incurred by checkpoints, the minimum amount of slack needed for energy s&/jfjj$” should be larger
thanStime as jllustrated in Section 4.2.2.

With the optimal number of checkpoints,,; and one recovery section, the amount of available slack for

energy management will b& — (n,,; + 1)r — -, which can be used to scale down the execution of the

opt !

primary sections. Therefore, the reduced frequency to execute the primary sections will be

Ck + Nopt = T
S+cp—r— 2k

Nopt

fckpt = (12)

S+cp—r— nck . . i
°rt time units. From Section 2, the fault rate at

Nopt

and each primary section will takg,;pary =
d(1—feppt)
frequencyf.rp: Will be A(ferpe) = Ao10 =/min  and the probability of having fault(s) during the execution

of one primary Section iy.imary = 1 — e *Jekrt)trimary . Notice that, the recovery section is executed
at fmae and the probability of having fault(s) during the execution of the recovery sectipndsery =

7)\0(1”4» k )
1—e

Nopt

. Therefore, the reliability of executing ta%k is

R;kpt = (1 — pprimary)nom + Nopt * pprimary(l — Pprimary)n()m_l(l — Precovery) (12)

where the first part is the probability of all primary sections being executed correctly and the second part is
the probability of having fault(s) during the execution of one primary section while the recovery section being
executed correctly.

From Equation 12R2k”t is determined by the amount of available dynamic sléckheckpoint overhead

r and fault rate changes For a given checkpoint overhead, more dynamic slack leads to lower reduced
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frequency for the primary sections, which in turn leads to higher probability of failure and lower reliability

Rzkpt. However, due to the complexity of Equation 12, it is hard to find the close formulé forensure

R™' > RY and we illustrate the relation betwesrand R;*"" in the following analysis.
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Figure 4: The normalized expected energy consumption vs. the amount of available dynamic slack.

_ pckpt
Figure 4 shows the normalized probability of failurél%, when executing tasl} with different
k

amount of available dynamic slack under different checkpoint overheads. Here, we limit the analysis to
the case of < ¢ since the RA-Greedy scheme can guarantee system reliability #/hen;. The same as
before, we assume = 3, Ao = 1075 andc;, = 1. Moreover,3 is assumed to b&1 and we havef,. = 0.37.
Therefore, for a given checkpoint overheag: ¢, the amount of dynamic slack considered will be in the
range ofS’7¢ (= ~ + 2,/7) and1.

From the figure, we can see that, with one recovery section, the normalized probability of failure to execute
taskT}, is lower thanl most of the time. The exception comes from the case where the checkpoint overhead is
low (i.e.,v = 0.01; see Figure 4a) which leaves more slack for energy management and the reduced frequency
is close tof... With the exponent of fault rate model beidg= 5, the fault rate af.. is 10> time higher than
Ao = 107% and leads to worse thaR reliability. However, with moderate fault rate increase (eigs 4),
for the cases we considered, adding checkpoints with one recovery section obtains higher reliability when
executing task,.

Moreover, the faster the fault rate increases (i.e., larger valuéswith reduced frequencies and supply
voltages, the higher the probability of failure and the lower the reliability. Assuming constant fault rate (e.g.,
d = 0) is too optimistic and could lead to lower reliability than expected when exploring slack for energy
management, which is the same observation as our previous results [41].

From the above analysis, we can see that checkpointing with single recovery section may not be enough to
compensate the reliability loss due to energy management. In the next Section, we consider to exploit multiple

recovery sections to enhance reliability, especially for the case of more slack being availabke tedg),
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4.2 Checkpoints with Multiple Recovery Sections

Suppose thali (> 1) recovery sections are needed/scheduled to preserve system reliability. Equation 10 can

be generalized as:
CL b
Szn~r+b-(r—|—n):((n—i-b)'y—i-n)ck (13)

With the optimal number of checkpoints . (i.e., L\/EJ or [\/ﬂ) the minimum amount of slack needed
due to timing constraints can be found $§"s = (b- v + 2y/b-7)cx. When more slack is available, the

remaining slackS — n;, o - 7 — b(r + =) (if any) can be used by energy management schemes to scale

Np,opt

down the execution of the primary sections for energy savings. The reduced frequency to execute the primary

sections will be

Ck + Npopt T
e+ S —b(r+ =)

Np,opt

fb,ckpt = (14)

4.2.1 Reliability for Multiple Recovery Sections

. . : . ek HS—b(r+ k) _ L
From Equation 14, each primary section will ta#§g,i,nary = 2 Tront” time units. Considering that
d(l_fb,ckpt)

the fault rate at frequency, cipr IS A(fpckpt) = Ao10 T~/min  (See Section 2), the probability of having

Nopt

fault(s) during the execution of one primary sectiomig, imaery = 1 — e~ AUb.ckpt)toprimary - Notice that,

the recovery sections are executed,at, and the probability of having fault(s) during the execution of one

—Ao(r+ n:’;pt )

recovery section igy ,ccovery = 1 — €
With b recovery sections, the reliabiliti; (b) of taskT} will be the summation of the probability afll
primary sections being executed correctly aimel probability of havinganyx (x = 1, ..., b) faulty primary
sections while there are recovery sections being executed correctly. Notice that, the recovery sections are
activatedone at a timavhen they are needed. For example, to recavaulty primary sections, if there is no
faults during the execution of the firgtrecovery sections, it is not necessary to invoke the remaining recovery
sections. Otherwise, the next recovery section is activated and so on, until therecamery sections are

correctly executed. Therefore, we have

b
Rk(b) = Z [(Zbyopt) ' (1 - pb,primary)nb’optiz : pg,primary ’ PT(b, x, pb,'r‘ecovery)] (15)

=0

Ny, opt

where (w ) is the number of combinations of havingfaulty sections in they, ,,; primary sections.
Pr(b,x, pyrecovery) 1S the probability ofz faulty primary sections being successfully recovered bybtthe

recovery sections. Notice that, when= 0, no faulty primary section needs to be recovered and there is
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Pr(b,0, pprecovery) = 1. Therefore, we have

1 =0

Pr(baxapb,recovery) = { (16)

b—x+1 )

—1
(1 = pb,recovery)™ (1 — Po,recovery) T = 1

From Equations 14, 15 and 16, clearly it is not practical to seek the close formula for the minimum number

of recovery sections needed to ensiigb) > RY. In what follows, we show some analysis results regarding

the number of recovery sections employed and the reliability achieved versus the amount of available slack.
Notice that, the reduced frequengy,,, is limited by the energy efficient frequengy.. From Equation 14,

we can find that the maximum amount of slack can be used to procésstode

1+ npopt -y 1
vsprar = | —22 1+ by + — 1) ek
brckpt ( fee Ny, opt

(17)
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Figure 5: The normalized expected energy consumption vs. the amount of available dynamic slack.

_ pckpt
Figure 5 shows the normalized probability of failu%g%, for different numbers of recovery sections.
k

Here, the same parameters as in last Section are used and the checkpoint overhead is assumed f@be
From the figures, we can see that, as the number of recovery sections increases, the minimum amount of slack
needed increases, which is closecfonvhen three recovery sections (i.e.= 3) are scheduled (Figure 5c).
Moreover, as the amount of slack increases, more slack is available for energy management which leads to
lower processing frequencies, higher fault rates and thus lower levels of reliability achieved, which is the same
observation as in Section 4.1.

For the case of low fault rate increase (ed).< 2), when there are three recovery sections (Figure 5c),
the normalized probability of failure is less thaf~" and is not shown in the figures, which is the same
for d = 0 andb = 2 in Figure 5b. When the fault rate increase is high (elg= 5), even three recovery
sections cannot guaranté (i.e., the normalized probability of failure is larger than 1). However, as shown
in next Section, for the cases whdﬁ% is preserved, compared with the RA-Greedy scheme, checkpointing

will result in smaller recovery sections, and more energy savings may be expected.
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4.2.2 Expected Energy Consumption with Checkpoints

With reduced frequency, .., (See Equation 14), the energy consumption for executing each primary section

iS Eprimary = (ﬁ + (Myn) Pt orimary- RECall that recovery sections are executed (if needed) at the

fmam

maximum frequency,,... The energy consumption for executing one recovery section wilh,bg,,c,y =

1
(,y + Ny, opt
Notice that, for they!” recovery sectiong = 1,...,b), it will not be invoked if the number of faulty

VEY, WhereE,g is the energy consumption to execute t@gKor time ¢, at f,4.-

primary sectiong: is less tham (i.e.,0 < x < ¢) andthe first(q¢ — 1) recovery sections successfully recover
all the z faulty primary sections. From previous discussion, when there:#fe< = < ¢) faulty primary
sections, the probability of these faulty primary sections being successfully recovered by the firs)
recovery sections can be given By-(q — 1, x, py recovery)- Therefore, considering the probability of each
recovery section being executed, the expected energy consumption for executifigwalske

b

TNopt - Eprimary + Z (PTq : Erecovery)
q=1

Eyekpt (18)

where the first part is always consumed and is the energy for executing the primary sections (including the
checkpoints), and the second part is the expected energy consumption for executing the recovery sections.
Pr, is the probability of the*" recovery section being invoked, which is given as

qg—1

1-— Z [(Zb’opt) : (1 - pb,primary)nb’opt_$ : pf,primary : P’l“(q - 17 z, pb,recovery)]
=0

(19)

Pr,

Due to the overhead of checkpoints, in order to obtain energy savingsﬂjf“’é’f, < EY), there is a min-

imum amount of dynamic slack”"“"%Y needed for energy management. Again, due to the complexity of

min

Equation 18, it is hard to get the close formula &jf;; * and we illustrate the relation betwegf}’: 7 and

checkpoint overheagl in the following analysis.
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Figure 6: The normalized expected energy consumption vs. the amount of available dynamic slack.
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Corresponding to the reliability analysis with one recovery section in Section 4.1, Figure 6 shows the
1,ckpt
normalized expected energy consumptig%, for different checkpoint overheads with the amount of slack
k

being limited byc,. For different fault rate changes (i.e., different valuegipfdue to the low probability
of recovery section being executed (lower tHan> even whenl = 5), the expected energy consumption is
almost the same for a given checkpoint overhead and amount of available dynamic slack. Therefore, we only
show the normalized expected energy consumption for the worst cdse 6f

From the figures, we can see that, although it is feasible to employ checkpoints when the amount of dynamic

slack is larger thar$**¢, due to the energy overhead of checkpoints, no energy savings could be obtained

man !
nergy
in

of S<"°"9% and the more energy savings could be obtained for a given amount of dynamic slack. When the

man

until the amount of slack is more th . The smaller the checkpoint overhead, the lower the value

checkpoint overhead is large (e.g.= 0.1, Figure 6c), almost no energy savings could be obtained for the

case considered.
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Figure 7: The comparison of the normalized expected energy consumption for checkpointing with multiple
recovery sections and the RA-Greedy scheme.

Figure 7 further shows the normalized energy consumption for multiple recovery sections considering the
extended range of available slack. For comparison, the normalized energy consumption for the RA-Greedy
scheme is also shown in the figure. Notice that, the ranges of the amount of slack could be exploited are
different for different numbers of recovery sections being employed. From the figure, we can see that, when
more than one recovery sections are employed, checkpointing with recoveries consume more energy than
the RA-Greedy scheme, except for the case where overhead is smalt(e=g0,01 in Figure 7a). When
checkpoint overhead is relatively large (e-qg> 0.05), checkpointing scheme should not be exploited when
the RA-Greedy scheme is applicable (i.e., witer cy).

Considering both reliability (Section 4.2.1) and energy savings (Section 4.2.2), checkpointing rsbtould
be employed when the checkpoint overhead is relatively large feX.0.05). No more than one recovery
section may be employed even when checkpoint overhead is relatively smalh(e=g().01). Moreover,

although more energy savings could be obtained by checkpointing compared with the RA-Greedy scheme,
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limitation may exist on the amount of employed slack due to reliability consideration, especially for the case
where the fault rate increases dramatically with reduced frequencies and supply voltages<e.y.,

We have analyzed the performance of the reliability-aware energy management schemes for a single task.
In what follows, to illustrate the merits of our proposed schemes and see how they performs for overall system
reliability and energy savings, we present simulation results for dependable real-time applications that consist
of a set of aperiodic tasks. We compare the energy savings as well as system reliability of the new proposed

schemes with ordinary energy management schemes.

5 Simulation Results and Discussion

In the simulations, we consider four different schemesnapower management (NPMyhich is used as
the baseline for comparison; bydinary greedy power management (Greedyhich allocates all available
dynamic slack for next ready task to save energy without considering system reliabilgjiab)lity-aware
greedy power management (RA-Greedyhich dynamically allocates a recovery for the next ready task
before applying greedy power management. When the amount of available dynamic slack is less than the size
of next ready task, the slack is not used and saved for future taskaljab)ility-aware power management
with checkpoints (Ckptwhich is the same as RA-Greedy except that checkpoints are employed when the
amount of available dynamic slack is less than the size of next ready task. As discussed in last Section, only
one recovery section is considered in the simulations.

For the system parameters, as discussed in Section 2, we use normalized frequenfGy,with 1 and
assume frequency can be changed continuously. Moreover, corresponding to the analysis in Section 3 and
4, we assumer = 0, 5 = 0.1 andm = 3. That is, we assume the working system is always on and focus
on system active power. For the effects of different values ahd 3 on energy management, see [42, 43]
for more discussions. The same as in Section 3, we assume that faults follow a Poisson distribution with an
average fault rate a% = 107% at f,,., (and correspondind,....). We vary the values af (as0, 2 and5
respectively) for different changes in fault rates due to the effects of frequency and voltage scaling [9]. An
application fails ifanytask in the application fails artiere is no recovergr both the task and its recovery
fail.

The number of tasks in an application is randomly generated betiveewl 20, where the WCETSs of
tasks are uniformly distributed in the rangelodnd10. When every task in an application uses its WCET,
we assume that the application finishes just in time and the system reliability is satisfactory. To emulate the
run-time behaviors of tasks, a parametéas used as an application-wide average over worst execution time,
which also indicates the amount of dynamic slack available on average during execution. Smaller values of
o imply more dynamic slack. The value ef for task7; in the application is generated from a uniform

distribution with an average value of The actual execution time @f follows a similar uniform distribution
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with an average value af; - ¢;, wherec; is the WCET of task;. For each result point in the graph90 task

sets are generated and each task set is exetd@ed00 times, and the result is the average of all the runs.

5.1 Performance of RA-Greedy
First, we compare the performance Gfeedyand RA-Greedyon reliability and energy consumption. For
different fault rate changes, Figure 8 shows the probability of failure when executing the applications with

different average system loads (i.e., different amounts of dynamic slack).
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Figure 8: The probability of failure vs. different average system loads.

Notice that,NPM executes every task at the maximum frequefigy. and the fault rate is alwayk, =
10~%. From Figure 8, we can see that for a given average system load, the probability of failuréNérMder
is roughly the same, which is not affected by the different fault rate changes (i.e., different valilles of
When the average system load increases, the applications run longer and the probability of failudPiwhder
increases linearly. Note the log scale of Y-axis in Figure 8.

From the figure, it can be seen that tBeeedyscheme results in higher probability of failure thdRM
even wheni = 0 (i.e., constant fault rate), which comes from the extended execution of tasks due to energy
management. When fault rate increases with reduced frequencies and supply voltagésXi.e), the
probability of failure undefGreedyscheme increases exponentially/dacreases. For example, whén= 5,
Greedyscheme almost always leads to system failure (with probability of failure cloSe¢specially for the
case of low average system loads where more dynamic slack exists. When the average system load increases,
the probability of failure undeGreedyscheme increases first and then decreases, the reason is because of
the limitation of f.,. = 0.37. When the average system load is extremely low (&gs 20%), tasks in
an application always run gt. and the probability of failure mainly depends on the execution time, which
increases as average system load increases. However, as average system load continues to increase, less slack
is available and tasks need to run at higher frequenciesfthawhich has lower fault rates and thus leads to
lower probability of failure. Moreover, from Figure 8, we can also see RfiGreedyscheme always has a
lower probability of failure (i.e., higher system reliability) thifPM regardless the fault rate changes, which

coincides with the analysis in Section 3.2.1.
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Figure 9: The normalized expected energy consumption vs. average system loads.

Figure 9 shows the corresponding normalized energy consumptic@rémdyand RA-Greedyschemes
with the one consumed BYPM as a baseline. AGreedyscheme does not consider system reliability when
reclaiming dynamic slack for energy savings, the normalized energy consumptiGnefedyscheme only
depends on the average system load and is roughly the same for different fault rate chanBésGreedy
scheme, by providing an additional recovery for maintaining system reliability, it consumesdforo 20%
more energy thareedyscheme when the fault rate only increases moderately with reduced frequencies
and supply voltages (i.ed < 2). However, when the fault rate increases dramatically (€.g= 5), the
probability of failure for the original scaled-down execution is closé when the average system load is low
(see Figure 8c) and the recovery task is almost always executed, which leads to higher energy consumption
thanNPM (Figure 9c). Therefore, when the fault rate increases dramatically with reduced frequencies and
supply voltages, it will be more energy efficient to use less dynamic slack for energy management to keep the
fault rate at a reasonable level.

5.2 Effects of Checkpoints
Considering the checkpoint overhead could be very small [26], we us8.01, 0.05, 0.1, which corresponds
to Ckpt-0.01 Ckpt-0.05andCkpt-0.10in the following figures, respectively. Recall that the size of tasks is in
the range ofl1, 10] inclusively, which leads to the average= 0.002, 0.01 and0.02, smaller than the ones we
used in the analysis in Section 4.

Figure 10 shows the probability of failure for the schemeRa&fGreedwandCkptwith different checkpoint
overheads. From the figure, when the fault rate increase is moderatel (ke2), Ckptachieves slightly
better system reliability (lower probability of failure) by providing an additional recovery when the amount of
available dynamic slack is less than the size of the next ready task. When the checkpoint overhead is smaller,
Ckpthas more chances to use the dynamic slack and generally gets better system reliability. However, when
the fault rate increase is high (e.d.,= 5), the additional recovery is almost always executed and overall
probability of failure increases due to the execution overhead of checkpoints. Smaller checkpoint overhead

leads to higher probability of using checkpoints and thus results in higher probability of failure.
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Figure 10: The probability of failure with checkpoints.
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Figure 11: The normalized expected energy consumption with checkpoints.

Figure 11 further shows the corresponding normalized energy consumptiBAf@reedyand Ckptwith
different checkpoint overheads. With additional chances for energy manageéPketiyith smaller check-
point overhead consumes less energy, and all of them is less than the one consitAe@iBedy The same
reason as before, due to the limitation f and higher failure rates, the normalized energy consumption
decreases first and then increases as the average system load increases. All schemes consumes more energy
thanNPMwhend = 5 ando < 10%.

6 Closely Related Work

Using the primary/backup recovery model, Unethl. proposed to postpone the execution of backup tasks

to minimize the overlap of primary and backup execution and thus the energy consumption [33]. The optimal
number of checkpoints, evenly or unevenly distributed, to achieve minimal energy consumption while toler-
ating one transient fault was explored by Melhetal. in [21]. EInozahyet al. proposed a®ptimistic TMR
scheme that reduces the energy consumption for traditional TMR systems by allowing one processing unit to
slow down provided that it can catch up and finish the computation before the application deadline [8]. The

optimal frequency settings for OTMR was further explored in [43]. Assuming a Poisson fault model, Zhang
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et al. proposed an adaptive checkpointing scheme that dynamically adjusts checkpoint intervals for energy
savings while tolerating a fixed number of faults for a single task [38]. The work is further extended to a set
of periodic tasks [40], and moreover, faults within checkpoints are also considered [39].

Most of the previous research either focused on tolerating fixed number of faults [8, 21] or assumed constant
fault rate [38, 39, 43] when applying frequency and voltage scaling for energy savings. The work reported in
this paper is different from all previous work in that we address the system reliability problem when exploring
dynamic slack for energy savings, while explicitly taking the effects of energy management on fault rates into

consideration.

7 Conclusions

As fault rates generally increase with reduced supply voltages, energy management exploring slack time
through voltage scaling will reduce system reliability, which is undesirable, especially for mission critical
applications (e.g., satellite and surveillance systems), where system reliability is as important as (or even
more important than) energy consumption. Considering the effects of voltage scaling on fault rates, we pro-
posereliability-aware dynamic energy management schemes that preserve system reliability while exploring
dynamic slack for energy savings.

By scheduling an additional recovery task before reclaiming dynamic slack for energy management, the
proposed reliability-aware energy management scheme ensures that the system reliability achieved is higher
than the case when there is no power management. Checkpointing techniques are further explored to more
efficiently use the dynamic slack especially for the case where the slack is not enough to schedule a recovery
for a whole task. The performance of the proposed schemes is analyzed and evaluated through simulations
for both system reliability and energy savings. The results show that, the proposed schemes can achieve
comparable energy savings as ordinary energy management schemes while preserving system reliability. For
checkpointing techniques, no more than one recovery section may be exploited for energy efficiency, espe-
cially when the checkpoint overhead is large. Ignoring the effects of energy management on fault rates is too

optimistic and the ordinary energy management schemes could lead to drastically decreased system reliability.
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