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Abstract—As information security became an increasing concern for software developers and users, requirements engineering (RE) researchers brought new insight to security requirements. Security requirements aim to address security at the early stages of system design while accommodating the complex needs of different stakeholders. Meanwhile, other research communities, such as usable privacy and security, have also examined these requirements with specialized goals to make security more usable for stakeholders from product owners, to system users and administrators. In this paper we report results from conducting a literature survey to compare security requirements research from RE Conferences with the Symposium on Usable Privacy and Security (SOUPS). We report similarities between the two research areas, such as common goals, technical definitions, research problems, and directions. Further, we clarify the differences between these two communities to understand how they can leverage each other’s insights. From our analysis, we recommend new directions in security requirements research mainly to expand the meaning of security requirements in RE to reflect the technological advancements that the broader field of security is experiencing. These recommendations to encourage cross-collaboration with other communities are not limited to the security requirements area; in fact, we believe they can be generalized to other areas of RE.
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I. INTRODUCTION

Information security is a major concern for organizations worldwide. Routinely, different organizations report a variety of statistics regarding data breaches, IT costs, etc. that reflect the importance of security to government, businesses, and individuals. In a recent Ponemon Institute study, the average cost of data breaches per organization was estimated at $5.5 million in 2011 [74]. In 2002, the National Institute of Standards and Technology (NIST) reports the cost of $59.5 billion to the U.S. economy as a result of faulty or malfunctioned software [68].

Requirements engineering is an essential phase for software systems that can be used to address security early in development. According to Zave’s definition, requirements engineering is concerned with “constraints on software systems” [101] and security is viewed as such a constraint on a system’s behavior [31, 49]. Consequently, requirements engineering researchers argue that one goal is to develop requirements that guarantee the system does not meet the requirements of an attacker whose goal may be to compromise confidentiality, integrity or availability in the system [31, 63]. The idea of viewing the attacker as a harmful stakeholder with negative requirements was investigated further by Sindre & Opdahl when they proposed using “Misuse cases” to help elicit security requirements [10, 85, 86].

The use of RE methods to improve security is an essential step towards developing a successful system [2]. Once deployed, the cost of error correction can be 10 to 200 times higher than if the error was detected during the requirements phase [7, 62]. In the case of security requirements, it becomes more expensive to improve a system’s security once it’s operational [2].

Because of the importance and high impact of security requirements in any system, researchers in RE have studied security requirements and suggest a variety of methods that can be used by engineers. They aim to encourage organizations towards the adoption of security requirements methods into their systems [2].

Companies still fail to implement well known security requirements. This leads us to consider “usable security,” which is a collection of research efforts aimed at improving the usability and accessibility of security information and techniques. Usable security researchers approach the problem by conducting interdisciplinary research across software engineering, human computer interaction, social science and economics to understand what factors affects security decisions in systems [13]. We believe this community shares a common goal with RE security requirements research, satisfying the stakeholder’s goals.

At first glance, one might mistakenly think that usable security is about designing user-friendly interfaces and conducting user studies to examine the friendliness of those interfaces. This is assumption is not completely true [13, 78] as the field is looking at a wider breadth of problems that encourage “security by design.” Security by design aims to incorporate system security at very early design stages [13], which is also the goal of requirements engineering.

In this paper, we report on a survey of prior work published in the IEEE Requirements Engineering Conference Series with regards to security. We also report on a parallel survey on prior work published in the
Symposium of Usable Privacy and Security (SOUPS). Our goal is to understand the historical trends and evolution in the two fields and contrast them in a way that provides suggestions for RE researchers moving forward in security. In addition to suggesting directions of future research in security requirements, we provide researchers with a systematic methodology to survey and investigate possible research in other fields that can link back to requirements engineering. Requirements engineers can take our approach and tailor it to be applied to any field of interest in order to leverage areas of innovation outside the RE community.

The remainder of this paper is organized as follows: in Section II, we motivate the link between security and requirements by returning to Jackson’s World and the Machine [38]. Next, we describe our research method in Section III. In Section IV, we present our observations on security requirements research in the RE community, before we describe our survey results from the usable security community in Section V. In Section VI, we compare the literature from these two research communities. Finally, we provide suggestions and recommendations for future research in security requirements in Section VII.

II. SECURITY REQUIREMENTS PROBLEM SPACE

Before we survey security requirements, let’s look at the problem from another angle: Jackson’s view that consists of world phenomena, machine phenomena, and shared phenomena between the two. Shared phenomena may include a state or an event viewed by the world and the machine but only controlled by one of these domains [38]. Furthermore, Jackson defines four facets that can help shape the relationship between the world and the machine: the modeling of the world by the machine; the interface that enables the world to physically touch the machine; the engineering that enables the machine to take control over the behavioral aspect of the world; and the problem “where the shape of the world and of the problem influences the shape of the machine and of the solution” [38]. Framing the security requirements problem within this context is not trivial, because we may think of security in a number of ways. Since security is not a standalone problem in its own right, it can coexist in the world of other problems as we explain below.

![Figure 1. The World and the Machine illustrating security](image)

When we look at the examples Jackson provides in his paper to illustrate his theory, we may infer that he assumed a good world and a good machine where everything works as expected. The elevator or “lift” that Jackson refers to as an example, was described in a setting where the input is coming from pressing the buttons of the “lift shaft” at each floor. In our world today, even this closed system of an elevator is potentially susceptible to malicious behavior that aim to misappropriate the machine. Security requirements deal with this unexpected situation or behavior. Nowadays, system design cannot only consider the good system that behaves normally in a good world. The buffer overflow problem is a good example of this where malicious code exceeds the size limits of the input buffer to access critical areas in the memory, which can eventually cause the program to behave unexpectedly [88].

In Figure 1, we present the World and Machine to illustrate the phenomena of security. In the world, people conduct their daily business: lifts carry people to their destinations, people coordinate their plans, and they engage in regular transactions, such as banking. In the machine, technology is designed to process information on behalf of people and these activities. Machines maintain models of the world: which floors need the lift, “who knows who” in a social network, and financial accounts. For security, shared phenomena include the various ways that users engage with the system in positive ways (e.g., call the lift, send friends photos of their latest meals, or pay bills online). However, shared phenomena also include attackers who look to repurpose the machine in ways unanticipated or undesired by other users in order to execute malicious acts: send unsolicited e-mail, steal money, and so on. Thus, while requirements engineering has focused on better understanding of the world, security researchers have been largely pre-occupied with the machine. In between these two domains, usable security researchers often target the shared phenomena as a way to make security easier to access and deploy.

III. METHODOLOGY

Our research methodology consists of conducting two literature surveys in security requirements and usable security, before systematically comparing the results. We now discuss these steps in detail.

A. Security requirements survey method

The survey method begins with selecting papers from the IEEE Requirements Engineering Conference Series proceedings published in the IEEE Digital Library. We restricted our search to papers published in the conference series that include the keyword “security”, which yields 111 papers that fall between the years 1993 and 2012. Note that our search criteria took into account that there were two RE conferences prior to the year 2002: the IEEE International Symposium on Requirements Engineering (1993, 1995, 1997, 1999, 2001), and The International Conference on Requirements Engineering (1994, 1996, 1998, 2000). In 2002 the two conferences merged and become the IEEE International Conference on Requirements Engineering. In addition to these conferences, there was another conference in our results: the 2008 Requirements Engineering Visualization (Rev’08). Next, we refined the results by
removing workshop and poster papers to include only full research papers and short papers that are not less than 6 pages. The final result was 35 research papers.

We analyzed the resulting papers as follows: first we identified the area(s) of security that the paper addresses; examples of such areas include: privacy, access control, authentication, etc. To identify security areas, we examined the security terms that appear in the paper and how these terms were used. To make this step as accurate as possible, the first and second author analyzed the papers separately and compared results afterwards. Second, we classified each paper using the RE’13 “topics of interest” found in RE’13 call for papers [76]. Because the papers are written for the RE conference and the authors are familiar with RE research, this step was straightforward. We adhered to how the authors described their own work in their paper as opposed to using our personal judgment. The “topics of interest” that we used are as follows:

- Requirements engineering process definition, measurement, and improvement
- Stake holder identification, engagement and management.
- Requirements elicitation, analysis, documentation, validation, and verification
- Requirements negotiation, prioritization, and domain ontology construction
- Requirements specification languages and model-driven approaches
- Modeling of requirements, goals, and wider system concerns
- Requirements management and traceability
- Evolution of requirements over time, product families, and variability
- Requirements across the entire system lifecycle
- Domain-specific problems, experiences, and solutions
- Requirements in market-driven, service-oriented, and product line environments
- Requirements for highly complex systems on a global scale
- Requirements for large-scale procurement contracts
- Social, cultural, global, personal, and cognitive factors in requirements engineering
- Industry and research collaboration, learning from practice, and technology transfer
- Requirements engineering education and training
- Tool support for requirements engineering

B. Survey of usable security research

We selected research papers published in the Symposium of Usable Privacy and Security (SOUPS) proceedings to survey the area of usable security. The SOUPS proceedings are published in the ACM Digital Library, and we included every publication year from 2005-2012. Similar to our RE survey, we excluded all posters and tutorials to yield 109 papers. Unlike the papers in RE, each paper in a SOUPS proceeding (except 2005) is labeled with a session name that represents the paper’s primary security area. For 2005, we examined the paper titles and abstracts and then classified the papers by a relevant security area.

Since that SOUPS papers were not written for the RE audience, the act of classifying the papers by a requirements topic was not straightforward. Thus, the first and second authors examined the papers separately and classified them using the “topics of interest” listed in Section III.B. The topic of “domain-specific problems, experiences and solutions” was excluded because SOUPS papers vary less in this regard and the “stakeholder” topic was also excluded since SOUPS papers are generally user-focused. Afterwards, they met and compared their results and discussed their disagreements (if any) until they reached consensus.

To decide on the requirements classification, the researchers first met and negotiated to agree on what the analysis criteria should be. The criteria are as follows: each examiner reads the abstract of the paper, if the abstract is too general, then the body of the paper is skimmed (or fully read in some rare cases). We are interested in understanding what the paper is contributing from an RE point of view. For example, if a paper describes a new way to visualize or model security guidelines, then that paper would fall into requirements modeling; alternatively, if a paper describes a survey of different users (stakeholders) of the system to collect data that helps determine appropriate user needs, then that paper is classified under requirements elicitation. We recognize the techniques used in SOUPS are not equivalent to the RE community, however, there is often overlap: notations used to model security practices and experimental methods used to survey users needs could also be used in RE. Later we will talk about the differences between papers in shared categories.

Recall, papers published in SOUPS were already labeled with a session name that represents the area of security they fall in. For papers that were published in 2005, we gave our own classification based on reading the title and abstract. Although assigned to a single session, some papers can fit into multiple sessions (judging by the session name), and we took that factor into consideration when we quantified the number of papers in each security area. However, except for SOUPS 2005, we didn’t go beyond the session name in our aggregation because we want to keep the original security classification of the paper. For example, if a paper was labeled with a session name: “privacy on social networks”, we would label this paper to fall under privacy as well as the social networks topic area.

C. Comparison of Research

After conducting the two surveys, the authors met and compared their findings by answering the following two research questions:

RQ1: How is security addressed in each community? What does the term “security” mean?
RQ2: How does this work fit, scale, or serve requirements engineering research?

The research questions framed our analysis helped us draw findings that led to discovering new opportunities for security requirements engineering. We discuss that further in Section VI of this paper.

IV. SECURITY REQUIREMENTS ENGINEERING RESEARCH

We now discuss the findings from our survey of security requirements research in RE.

A. Meaning of Security

The 35 RE papers that we analyzed dating from 1993 to 2012 continue to illustrate a change in focus in the RE community. In Figure 2, we present the number of security-related papers, which increase over time most prominently after 2006. Based on our paper classification, we found the first reference to security in Anderson and Durney’s “Using Scenarios in Deficiency-driven Requirements Engineering,” in which they described a process for formally specifying requirements using a deficiency-driven approach [3]. The authors used access control to model their scenario and detect incompleteness and un-safeness in order to address security. In 2007 and 2008, five of the nine security-related papers only use security as an example rather than a main topic. For example, Schneider et al. describe a notation for visualizing requirements flow and use the elicitation and validation security requirements in a very generic sense as an example [80]. On the other hand, Jeffors and Heitmeyer used a specific instance of a cryptographic device to demonstrate their algorithms for generating state invariants from requirements specification [39]. This common use of security as an example rather than a topic of research suggests there is room for more involvement with the security community.

As security becomes more established in RE, we find papers presenting frameworks and modeling languages used for security requirements. Variations on i*, a framework to model requirements as relationships among actors and goals, were introduced to address security requirements. Liu et al. expand upon i* to enable analysis of vulnerabilities and abuse [59]. Similarly, Crook et al. apply i* to model access policies by extending the framework to systematically define roles and improve the modeling of access policies [14]. Like i*, Secure Tropos is an agent-oriented framework which allows for the integration of security analysis during the development process for the sake of requirements [65]. It is based on the Tropos methodology [67] for general requirements modeling throughout the software lifecycle. Giorgini et al. further expand upon Secure Tropos by adding delegation and trust notions thus providing a way to analyze ownership, permission and delegation [28]. These papers regarding i* and Secure Tropos illustrate the early shift toward security as a topic of interest.

Figure 3 shows the representation of topics of interest in RE from 2001-2012. Areas such as requirements engineering education and training, stakeholder identification, engagement, and management, and requirements in market-driven, service-oriented, and product line environments were not represented. Security was most represented in the areas of elicitation and analysis, model-driven approaches, industry and research, and modeling. This may be due to how security can often be viewed in the RE community as a quality concern. Security is listed alongside reliability, usability, look-and-feel, extendibility and system performance as a quality requirement that must be balanced among other system concerns [55, 77]. Chung et al., for example, mention security along with accuracy and performance as a quality requirement to support change in design decisions and other non-functional requirements [12]. Further, only 25 of the 35 papers we reviewed addressed security as a main topic among 17 possible RE topics. This suggests that security is underrepresented within the RE proceedings and, because of the small sample size, there is not enough involvement for it to be covered in all topics.

Security areas and concepts such as application security, auditing, forensics, and incident response — all notable security areas — were not represented. Instead, there tended
to be more interest in areas such as privacy, risk, compliance, and general system security. Security was most represented through privacy, which was often the subject of modeling and analysis. By modeling trust relations and attacker involvement, researchers created means for tradeoff and risk analysis [22, 59]. Similarly, Katz and Rashid defined security in terms of addressing privacy and used it as a system aspect to illustrate a framework for aspect-oriented systems for traceability [46]. Privacy was also analyzed based on social factors such as the impact by and requirements.

"privacy arguments" as a means for selective disclosure consumer actions or preferences [93]. The authors introduce to show the possibility of changes in privacy based on consumer factors was also present by Tun et al. in order to policy makers’ insight into the relationship between policy desires of stakeholders. Antón et al. analyzed consumer oriented systems for traceability [46]. Privacy was also as a system aspect to illustrate a framework for aspect-defined security in terms of addressing privacy and used it and risk analysis [22, 59]. Similarly, Katz and Rashid attacker involvement, researchers created means for tradeoff and risk analysis [22, 59]. Along these lines, a need for defining the role of security concerns as goals, another kind of goal-oriented approach used security as a secondary objective to other system obligations and goals [22, 66]. These goals are usually in the form of functional requirements. Morali and Wieringa, for example, model stakeholder goals with obstacles for achievement. Security, in terms of confidentiality, integrity, availability and authentication [31]. These goals are used in conjunction with system assets in order to recognize possible security threats.

Rather than using security concerns as goals, another kind of goal-oriented approach used security as a secondary objective to other system obligations and goals [22, 66]. These goals are usually in the form of functional requirements. Morali and Wieringa, for example, model stakeholder goals with obstacles for achievement. Security, in terms of confidentiality, integrity, availability and authentication [31]. These goals are used in conjunction with system assets in order to recognize possible security threats.

Based on these observations, we find that security is commonly viewed in the RE community as a non-functional requirement, a goal, an example or an aspect of another kind of requirement.

We categorized 12 papers as dealing with general security rather than a specific security topic such as access control or authentication. In such papers, security tended to be mentioned as a very general property such as a quality concern, which is affected by other, forces and must be balanced or satisfied [12, 39, 55]. In other cases, security is referred to in an even more general sense. For instance, Kang and Jackson refer to “general system security” and general system vulnerability as aspects of dependability [45]. Along these lines, a need for defining the role of security in requirements was also a recurring topic, which is also an important observation on the collection of papers as a whole. The state of disagreement on what role security plays in requirements was apparent by how the role of security requirements was described as both a functional and non-functional requirement depending on the authors. Toval et al. point out that while the RE community typically views security requirements as being non-functional, there is an increasing trend to integrate views from other security communities, which involve both functional and non-functional security requirements [92]. Their research concerns a personal data protection catalog, which contains both functional and non-functional security requirements. Others view security requirements as purely non-functional. For instance, Chung et al. create a framework for goal achievement which classifies security as a non-functional or quality requirement [12]. Similarly, Liu et al. implement a framework based on i* for analyzing security as a quality attribute, which is often viewed as a non-functional requirement [59].

It is also apparent that the RE community often views security requirements as goals to be satisfied as opposed to threats to be mitigated [101]. A common goal-based approach involved using security objectives as the goals and generating requirements to reach those goals [12, 14, 26]. For example, Antón et al. align requirements with privacy policy by finding privacy goals and analyzing internal system conflicts in order to construct corresponding requirements [4]. Variations on this premise involve different ways of interpreting goals. Haley et al. define some general security goals based on the qualities of confidentiality, integrity, availability and authentication [31]. These goals are used in conjunction with system assets in order to recognize possible security threats.

Rather than using security concerns as goals, another kind of goal-oriented approach used security as a secondary objective to other system obligations and goals [22, 66]. These goals are usually in the form of functional requirements. Morali and Wieringa, for example, model stakeholder goals with obstacles for achievement. Security, in terms of confidentiality, integrity, availability and authentication [31]. These goals are used in conjunction with system assets in order to recognize possible security threats.

Based on these observations, we find that security is commonly viewed in the RE community as a non-functional requirement, a goal, an example or an aspect of another kind of requirement.

B. Relationship to requirements

The majority of RE papers self-classify themselves based on the “topics of interest”. We now review the most popular topics of interest in RE among our 35 security papers, shown in Figure 3.

1) Requirements elicitation, analysis, documentation, validation, and verification

14 of the 35 papers we reviewed fell into this category as requirements validation or analysis. Security specification validation was first mentioned by Anderson and Durney where they used general system security to illustrate an approach based on state transitions which detects and addresses deficiencies between state transitions [3]. Franqueira et al. implement backward traceability for risk mitigation to provide a means to validate risk argumentation [26].

Analysis made up the largest portion of this RE topic for security requirements. Glinz, analyzed the various uses and definitions of security as a non-functional requirement within the RE community [29]. By studying the various interpretations of requirements, including security as a non-functional requirement, Glinz created a taxonomy concentrating on system requirements, which attempts to solidify the distinctions between different types of
requirements. This taxonomy classifies security as a specific quality requirement, which “pertains to a quality concern other than the quality of meeting the functional requirements” [29]. Another good example of security analysis takes into account the assumptions made during requirements analysis, which may affect the creation of security requirements [31]. The authors argue that since the foundations of security requirements in a system are based on certain actors, which must be trusted, such as humans, the security requirements are directly related to those assumptions.

2) Requirements specification languages and model-driven approaches

For the second most popular topic, we found many papers that expand upon existing modeling techniques and methodologies such as the i* and Secure Tropos methodologies mentioned in the previous subsection. Similar papers model aspects of security such as risk, privacy and delegation in order to assess requirement specifications by formally modeling security concerns. For instance, Katz and Rashid present a framework, which uses linear temporal logic for proof of obligations including security of data [46]. The evaluation consists of the modeling of threats and the operations involved so that the resulting threat tree provides a means for making informed decisions by visually representing what goals must be met.

3) Social, cultural, global, personal, and cognitive factors in requirements engineering

The area of social, cultural, and cognitive factors was one of the top five topics of interest for RE and it is interesting because it tends to deal with external factors. All but one of the papers in this topic dealt with compliance and social regulations [4, 9, 47, 60, 71]. Interestingly, we did not find any papers that used empirical analysis to survey or understand individuals with respect to security. Instead, this topic was dominated by interest in security as an external or social factor to be integrated in terms of requirements.

While most topics include papers using security as an instance or example of another requirements matter such as non-functional requirements, requirements specification algorithms and testing [77, 39, 94], these examples show the use of security as a rising topic of interest in RE. By analyzing how security is included we get a good picture of how the RE community views security as well as what areas may be lacking in research and information.

V. USABLE SECURITY RESEARCH

In the previous section, we analyzed the research done on security requirements in the requirements engineering conference series. In this section, we review research papers published in the Symposium on Usable Privacy and Security. When we looked the SOUPS 2013 call for papers [89], we saw some connection between that community and RE research. For example, the SOUPS community encourages concepts like: learning from practice, industry and research collaboration, new design models. Those concepts, for example, describe some of the work we see also in RE.

A. Meaning of security

As we mentioned in Section III, we used the SOUPS session names to categorize the papers. In some years, some papers were labeled as “Soups du Jour,” which means “of the day” and refers to new ideas or current trends in security topics of that publication year. We find this specific label interesting because it’s a nice way that the conference encourages innovation, brings up new research areas, and keeps up with the rapidly technology trends. In Figure 5, we show the distribution of security topics for all papers from 2005 to 2012.

![Distribution of security topics in SOUPS proceedings](image)

As we can see in the numbers provided in Figure 5, SOUPS conferences covered a variety of security related topics. However, consolidating by session names was not enough for us, so to examine the topics variety further and in an attempt to understand the evolution of SOUPS topics over the years we investigated the session labels along with the paper titles in each year of proceedings. We observed that new topics come to the conference and perhaps; they get more attention until they get assigned their own session in later years. For example, in 2010, there was an increase in number of papers addressing mobile security [19, 72, 44, 36, 40, SDYB+10]. In 2012, mobile privacy and security got its own session [11, 33, 25]. Security and privacy issues related to social networks, such as Facebook, is another popular topic in SOUPS that gets more attention over the years [87, 23, 95, 83, 51, 41, 75]. Other examples of new security topics that we see introduced into SOUPS include: location-sharing [35, 40, 73], phishing [18, 20, 50, 58, 97 99], and cloud privacy issues [37].

Moreover, as technology breakthroughs continue rising in the IT world, we see some reflections of those on the SOUPS publications. In other words, researchers become more innovative by creating a diversity of ideas that apply new technology solutions to security to serve the goal of usable security. For instance, different biometric techniques had been suggested as a means of authentication. A paper
titled “Look into my Eyes! Can you guess my Password?” by De Luca et al. has introduced an eye tracking authentication technique as a secure yet usable solution that improves security in public areas [16]. This kind of innovation, expands current security topic areas, and possibly creates more areas for future research, which, in turn, expand the meaning of security.

Another interesting aspect when it comes to defining security within SOUPS is how security is defined according to users. Researchers in the usable security community try to apply different methods to elicit the meaning of security from a user point of view. By understanding what security means to a system’s stakeholder, the definition of security expands to include aspects and factors that might not be obvious in its relationship to security. To better understand the user, many SOUPS papers report studies of cognitive factors affecting users’ security decisions. Let’s take passwords as an example, when the security community thought about the password requirement problem, they thought about it in terms of increasing security by making it less “guessable”; and we see this idea reflected in the NIST recommendations for authentication [69]. However, Shay et al. have shown in their work on passwords that such traditional password requirements do not necessarily improve security because there are other aspects to security such as usability [82]. This and other password-related work shows how studies of cognitive aspects can illustrate the effectiveness of security requirements in the user’s context [21, 24, 82, 98]. The focus on usability may be inspiring researchers to be creative and imagine different types of password requirements that are non-traditional, such as graphical passwords [96, 100, 21]. You may need to reverse engineer the requirements from the solution, however. Requirements are satisfied by potentially many solutions. In this case, perhaps the requirement is "easy to remember" that yields so many variations, as opposed to "difficult to crack".

B. Relationship to requirements

Identifying the relationship between usable security and requirements engineering may seem obvious at an abstract level. However, as we mentioned, examining each paper and trying to position it under requirements is not a straightforward task. Hence, we will highlight some of our key findings and provide examples that will illustrate them.

For the “RE process” category, we didn’t find any paper that matches the criteria for process. One reason for that is the nature of the usable security field. The field aims to improve security practices by improving usability. Researchers propose design improvement ideas, but we were unable to identify research on the requirements process. Another reason could be that these papers are written from the solution space, where a solution is envisioned, as opposed to the problem space, where requirements are the main focus.

Other RE categories that we couldn’t find in SOUPS papers to fit below were: evolution of requirements over time, products families and variability, requirements across the entire system lifecycle, requirements for highly-complex systems on a large scale, and requirements for large-scale procurement contracts. Similar to the RE process category, those areas are specific and very unique to requirements engineering research.

According to Nuseibeh and Easterbrook [70], identifying stakeholders, their goals and needs is, by definition, a major component of the RE process [70]. They also state that stakeholders of a system are so diverse because they vary based on number of factors such as their goals, tasks, roles, etc. Based on this definition, we concluded that all the 109 papers published in SOUPS falls under the stakeholder identification category of RE. The usable security research is about engaging the different stakeholders of the systems to understand how they use the system by analyzing, their needs, goals, tasks, roles, as well as other factors outside the system’s context that might affect their interaction with the system [13]. Let’s look at location sharing for example: a paper by Patil et al. [73] tries to collect users goals when using location-sharing services. By conducting a user study, the researchers were trying to find out when, where, and why users would decide to share their location. Then, these user goals were used to suggest new design guidelines because the authors stated that this approach would meet users privacy goals better than current practice of location sharing systems that suggests sharing locations based on “people’s whereabouts” [73].

Another interesting paper in the area of locations sharing by Jedrzejczyk et al. [40] suggested “real-time feedback” as a new design approach that supports goals when making privacy decisions related to location-sharing. The authors designed a mobile location-sharing/tracking tool that provides users with real-time feedback messages informing them of other users who looked up their location. The tool was tested on families consisting of: parents, young adults children, partners of older children, and family friends. The real-time feedback in this study showed that increased “awareness and visibility” has affected users’ “accountability” when dealing with the system and hence, improved privacy by decreasing the number of “Unjustifiable location requests [40]”. This paper is interesting to the SOUPS community because it shows a better user-centered design solution that has a positive effect on privacy. From an RE point of view, this paper is very interesting because it can serve different RE purposes as follows [40]:

- Stakeholders’ engagement: by studying stakeholders of different age groups and family relationships to accommodate users of different roles who view the system differently. Those stakeholders have different tasks and goals, and they play different roles when dealing with such a system.
• Social effects on requirements: by examining how people interact with systems that have a social setting to it, and recruiting participants who engage in a social/family relationships.
• Cognitive effects on requirements: by observing users behavior when information is made visible to them in a way that raises awareness in their cognition.
• Requirements elicitation and analysis: by using data collected from the study to elicit requirements needed for location sharing systems and suggesting design guidelines or requirements that are centered on users behavior and their “social criteria [40]”. In addition, those suggested guidelines were claimed not to be limited to location-sharing applications, instead they can be generalized and applied to other information sharing applications [40].

![Distribution of topics of interest in SOUPS proceedings](image)

Based on our analysis, we found that 76% of papers published in SOUPS, (see Figure 6) meet the criteria of the “Social, cultural, global, personal, and cognitive factors in requirements engineering” category. This result was at no surprise because it can be inferable since the SOUPS call for papers states that it connects the interdisciplinary fields of security and Human-Computer Interaction [89]. The field of HCI takes into consideration all possible factors that can affect users decisions and behaviors when dealing with systems [56]. This classification can be obvious, for example, when SOUPS researchers recruit subjects of family members [40, 15, 57, 34]; study issues of social networking applications [5, 87, 23, 95, 83, 51, 41, 35, 17, 61, 36, 6, 30]; study cognitive sides of passwords requirements and techniques (such as memorability, recall, recognition, etc.) [98, 19, 16, 42, 81, 24, 10, 52, 21, 99, 27, 90, 53, 96]; or conduct studies at different countries around the world to measure the global and cultural impact [72].

“Requirements elicitation, analysis, verification and validation” is the next category of requirements topics that ranked high in SOUPS publications: 38% of the total 109 SOUPS papers. We found requirements elicitation and analysis to be present whenever we found a study that collected data from users to use it as an input to document requirements, and/or analyze user input to refine requirements. A good example is a recent paper in the area of smartphone security that conducted a user study on 60 participants in an attempt to derive design recommendations that can be applied to mobile platforms to increase security and usability. Based on the findings and analysis of data from the user study conducted, the authors recommended a list of requirement guidelines for mobile applications such as: user education, backup and remote lock services [11].

The password papers that we mentioned earlier in this Section can be a good example of validation and verification as researchers conduct empirical studies to examine the requirements. [82, 24, 16, 98, 10].

It can be unclear how SOUPS papers would fit into other requirements categories. However, understanding and analyzing the papers’ contribution makes the process much easier. For example, the paper: “A "nutrition label" for privacy” [48], proposed a new user-friendly approach that presented privacy policies using visualization derived from the design of nutrition labels found on many consumer products. Let’s look at this with the eye of a requirements engineer; the authors are modeling privacy requirements by reusing a known, well-established framework in another discipline. They took the popular and user-friendly design interface and repurposed it to model another area of requirements: privacy policies. In addition to requirements modeling, the paper enhances the end-user training and education because it helps users understand privacy policies better and yet make more informed decisions [48].

VI. COMPARING THE TWO RESEARCH COMMUNITIES

A. General goals at abstract level

As we saw from the survey done in both communities, there are goals at the abstract level that can be similar. However, reaching the goals is done differently and that’s what distinguishes those two communities from each other. For example, both communities are concerned with privacy requirements and assuring compliance of privacy policies. We can find papers in the RE community describing frameworks that can help with compliance [9, 60], while we find at SOUPS some technical solutions, such as “privacy nutrition labels” [48], that help users understand privacy requirements and interpret privacy policy in a user-friendly fashion. Although the two communities here have a similar goal when looking at the bigger picture, means to achieve that goal are different.

B. Diversity of security topics

The diversity of security topics has to do with how security is defined in both communities. In RE, security is defined at a high level. The security sub-topics that RE research touched upon were also defined in a general fashion. On the contrary, the usable security community in SOUPS was trying to expand the classic security definition and to include more areas as the field of security keeps advancing. As already explained in Section V, the “SOUPS du Jour” session is a good example of showing SOUPS interest in inviting and adopting new ideas. Mobile security
was a topic under the “SOUPS du Jour” session in 2010 [40, 15]. In 2012 proceedings, there was a designated session for mobile privacy and security [11, 33, 25].

C. Definition of some technical terms

Some terms mean the same thing in both communities such as: privacy requirements, user mental models, stakeholders, etc. However, the research done around issues related to those terms is what’s different among RE and usable security. To illustrate, the term “privacy requirements” means the same in RE and SOUPS. However, most research in privacy requirements in RE is interested in compliance [9, 60], requirements modeling [59, 46] and analyzing privacy policies of organizations [91]. In SOUPS, privacy requirements research expands more to include stakeholders engagement, for example, where empirical methods are applied to analyze, validate, and verify requirements; and to identify stakeholders, their goals, roles, needs, tasks, etc. [87, 37, 79, 8, 41]. Another example from SOUPS can be the tool support for Privacy requirements: the community is interested in designing tools that will help model those requirements to stakeholders in a way that helps them understand and make more informed privacy decisions [48, 41].

D. Evaluation of requirements using empirical studies

As we discussed in Section V, a majority of SOUPS papers conduct empirical studies to test authors’ hypotheses, validate current requirements, or to collect data from users for requirements elicitation and analysis. On the other hand, such empirical methods are not widely popular in RE, at least for the 35 security requirements papers that we examined.

E. Adoption of Invotive technology solutions

As we saw in Section IV.A, the SOUPS community was able to introduce new means to security by adopting new solutions that used state-of-the-art technologies such as the use of biometrics for authentication requirements [16]. Security requirements for small devices [54, 43, 32] or smartphones [11, 33, 25] are other examples of leveraging the field to accommodate new technology breakthroughs. We haven’t been spotting something similar in the security requirements engineering literature possibly because security-requirements in RE are defining security at the general abstract level.

F. Relationship to requirements

With regard to requirements classification, Figure 7 shows the percentage of papers published under each of those requirements categories. Percentages here are more accurate than comparing the actual number of papers because the survey sample sizes are not equal among RE and SOUPS. We excluded two categories from the graph: stakeholders and domain-specific problems because we assumed in our analysis that all SOUPS papers meet the requirements criteria for those categories which would make the comparison irrelevant.

According to Figure 7, both communities showed interest in requirements elicitation, analysis, validation and verification (38% Of SOUPS publications and 39% of RE publications), but with different approaching in the research conducted among the two (see Sections IV and V for further explanation).

Figure 7 also shows that there are some requirements topics that the usable security community is not looking into and vice versa. For example, the SOUPS research didn’t cover the following: evolution of requirements over time, products families and variability, requirements across the entire system lifecycle, requirements for highly complex systems on a large scale, requirements for large-scale procurement contracts, and the overall RE process. On the other hand, we saw more papers in SOUPS compared to RE addressing areas like “market-driven approaches” and “Social, cultural, global, personal, and cognitive factors in requirements engineering”. In the case of market-driven approaches, the SOUPS community was continuously introducing topics as they become popular in the market. A good example is social networks: from 2011 onwards, we started seeing a special session on social networks because there is an increased popularity in the market for online social networks. We have explained the social, cultural, etc. factors found in SOUPS research in Section V.

Figure 7. Ratio of RE topics in RE and SOUPS research

G. Security “by design”

The idea of security by design involves the intentions of creating a secure system from the start by incorporating security from the early stages of development. The SOUPS conference has shown interest this idea. The 2013 call for papers lists “innovative security or privacy functionality and design” as the first topic of interest [89]. Our analysis of the SOUPS papers illustrated this interest in the way some authors would support their research by providing design guidelines (see section V for further explanation) [40]. Moreover, research on security topics such as authentication
commonly expressed the need for security to be included in the design of the system. For example, Perković et al. describe the dangers of ignoring security when designing interfaces of authentication schemes [PMJ11].

Because RE involves engaging stakeholders and establishing the groundwork of a system in terms of its requirements in order to set a foundation for design, security research in this area can easily fall into the category of security by design. This can also create a link where RE can support and expand upon such design-related topics in SOUPS.

VII. SUGGESTIONS FOR FUTURE RESEARCH

Based on our findings from the survey, we suggest the following to be considered in future RE research:

A. Expand security definition

By looking at the SOUPS experience and evolution of security topics over the year, we suggest that the RE community learn from the approach. One might argue that the current general definition of security requirements needs to stay at a higher level because digging into specific areas would possibly be too domain-specific and shift away from the RE view of the world. Although this argument raises a good point, we don’t think it is a good idea to keep the security definition as it is now in RE. The security community is currently looking for solutions that will help people and organizations understand and use security [13]. Requirements engineers can help organizations adopt security solutions that meet their stakeholders’ goals and needs. Furthermore, an RE process and frameworks for security requirements can act as a form of “re-usable knowledge”, where solutions can be re-used for different purposes for problems that share a similar context.

B. Use empirical evidence

Empirical studies have a very good method for testing and validating scientific hypotheses [56]. Requirements validation and verification can benefit a lot from conducting empirical studies. Results of such studies can be used for analysis and elicitation, which in turn can help in creating new requirements or improve the existing requirements. Most importantly, such studies will ensure continuous involvements of stakeholders, which is an essential component of the requirements process [70].

C. Include innovative technology in research

Technology is rapidly advancing in every direction. This affects security as well as all types of systems out there. We have seen nice examples in SOUPS where researchers took advantage of new breakthroughs to try to create new ideas that solve current security requirements issues. Researchers in RE can adopt a similar strategy and introduce more innovative solutions in the area of requirements.

D. Reach out for other communities to find problems that need requirements engineering research intervention

This can introduce a new research direction for requirements researchers where they can introduce new ideas in new fields. Improving RE process can be a good example where requirements research can benefit usable security: researchers can define an RE process that serves the goals of usable security.

E. Consider generalizing to other RE areas

Expand the recommendations we provided and the lessons learned from the research we conducted into the security requirement area to create more generalizable solutions that can be applied to other areas of RE.

As with our suggestion of expanding current definition of security, the same idea can be applied to other fields of RE. Researchers can also consider innovative technology breakthroughs similar to what we explained earlier in this section as a way to improve RE research in many fields outside of security requirements.

VIII. CONCLUSION

In this paper, we surveyed 35 RE papers that address security requirements. We also surveyed 109 papers published in the SOUPS proceedings to understand how security requirements are being addressed in the usable security community. By comparing and contrasting the two, we found some interesting ideas that not only could benefit the security requirements research in RE, but could also inspire other areas of RE research.
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